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Abstract 

Dispersion of Carbon Nanotubes (CNTs) is one of the most substantial indicators designed to verify the 

effectiveness of the proposed methods in synthesizing CNTs. In recent years, various approaches have 

been suggested to synthesize nanostructures in which Scanning Electron Microscopy (SEM) has been 

used to demonstrate the quality of the CNTs. The SEM images of CNTs contain critical information with 

high resolution on a nanometer scale. The dispersion degree detection is one of the challenges in the 

quality of dispersion’s CNTs. If SEM images of CNTs have uniform and agglomerated distributions of 

particles, they are called sparse and dense images, respectively. Thus, the CNT images can be 

classified into two categories, including dense and sparse images. In the present study, a new algorithm 

has been developed to classify vertically aligned CNTs (VA-CNTs) based on texture analysis and 

Support Vector Machine (SVM). In this regard, these images were first transformed to time series, and 

their specifications were investigated through time series and Gray-Level Co-Occurrence Matrix 

(GLCM) analysis methods. Then, statistical specifications of these series were extracted. In this case, 

eight features have been extracted to classify VA-CNTs. The extracted specifications were used as 

inputs of an SVM algorithm to classify SEM images of CNTs into two groups, entailing dense and 

sparse. This algorithm has been tested on 80 VA-CNTs images with identical sizes. The findings 

showed a precision above 98 percent, which proved the validity of the proposed algorithm. 

Keywords: VA-CNTs; Agglomeration; SEM Image; Texture Analysis; Time Series Analysis; SVM 

Algorithm 

1 Introduction 

Carbon Nanotubes (CNTs) are one of the most widely used carbon structures [1]. The discovery of 

CNTs has caused extensive research activities in sciences, and researchers have investigated carbon 

nanostructures and their applications. The principal reason for this issue arises from the CNTs’ 

expected structural evolution, small size, low dispersion, high hardness, and high strength. Besides, 

they provide a great specific surface area due to their high aspect ratio [2], which is the key property in 

sensor manufacturing applications. As a result, carbon nanotubes are widely used in material 

reinforcement [3], flat-screen display with field propagation [4], chemical sensors [5], drug delivery [6], 

and Nano-electronics [7]. 

CNTs are long, hollow cylindrical tubule structures made of graphite sheets with diameters ranging from 

below 1 nm to 10 s of nm [8]. The carbon nanotubes are classified based on the number of their carbon 

layers. Thus, there are two types of CNTs, including single- and multi-walled carbon nanotubes. Single-

walled carbon nanotubes (SWCNTs) consist of a single graphene layer and a diameter between 0.4 
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and 2 nm and usually occur as hexagonal-packed bundles. Multi-walled carbon nanotubes (MWCNTs) 

include two or several cylinders, each made up of graphene sheets. The diameter of MWCNTs varies 

from 1 to 3 nm [9]. 

The application of CNTs in advanced materials and devices has broadly been explored, maturing 

already in the first decade of the 21st century [10]. There are practical examples for CNTs in various 

fields, such as chemical sensors [11], carbon fiber reinforced polymer composites [12], wafer-scale 

electronics [13], electron sources [14], light-emitting diodes (LEDs) [15], flexible electronics [16], and 

solar cells [17]. Also, it is necessary to mention their applications in biomedicine and health, such as 

removal of contaminants in drinking water, tissue engineering, and biomedical and biosensing 

applications [10]. 

There are several methods to produce nanotubes [18-20], such as laser ablation [21, 22], arc discharge 

[23], and chemical vapor deposition (CVD) [24]. Among these methods, the CVD technique is easy and 

cost-effective. This technique can produce high-quality, defect-free, and large-scale CNT. Besides, it is 

possible to control various parameters involved in CVD experiments [25, 26]. 

In addition, it is possible to extend the nanotubes by placing catalysts on surfaces. The carbon 

nanotubes growth mechanism is often such that carbon atoms are transferred, absorbed, dissolved, or 

released in the catalyst particles or around the catalyst particle surface to grow solid graphite particles 

on the catalyst surface [27, 28]. This anisotropic and 3D macroporous morphology is called vertically 

aligned CNTs (VA-CNT). It renders high electrical conductivity and mechanical, chemical, and 

electrochemical stabilities. These situations cause their broad applications in supercapacitors, 

electronic interconnects, 28 emitters, dry adhesives, mechanical materials, separation membranes, 

advanced yarns and fabrics, black-body absorption, high-resolution printing stamps, optical rectennas, 

chemically driven thermopower waveguides, and ultrasensitive virus detection [29]. 

Scanning Electron Microscopy (SEM) uses electron bombardment and provides images of objects and 

10 nanometers for study [30]. The morphology analysis is recognized as one of the most significant 

applications of the resulting images. This analysis is carried out on the shape, size, and positioning of 

particles at a nanoscale [31-33]. The SEM images have often been used to show the quality of the 

resulting CNTs and their characterization [34-36]. One of the challenging issues to analyze the quality 

of CNTs is associated with determining the dispersion of the produced CNTs from SEM images [37], 

particularly VA-CNTs [38, 39]. In some images related to VA-CNTs, nanotubes are distributed over the 

substrate with uniform gaps throughout the substance. This order is not present in some other images. 

Also, nanotubes may be clinging, compacted, or less dispersed. This situation significantly affects their 

specific surface area property. Therefore, the SEM images of VA-CNTs coverage over a substrate can 

be classified into two categories, encompassing dense and sparse images. Henceforward, the same 

properties in images are known as dense and sparse CNTs. For example, Fig. 1 depicts two SEM 

images of dense and sparse CNTs. In this figure, Fig. 1(a) and (b) show sparse and dense CNTs, 

respectively. 

Generally, the CNT images are visually classified from the dispersion viewpoint. Although this 

procedure is performed via an experienced expert, it is not easy in some cases. Besides, the CNTs are 

classified based on the hybridization state, [H]/[C] atomic ratio [40], or size [41]. However, this 

classification process is limited to the structural and apparent features, which does not consider inherent 

quantitative features in CNTs, like other mentioned references. Although researchers have attempted 

to classify these images, the literature survey demonstrated that the previous studies did not suggest a 

suitable set of appropriate features and a convenient way to categorize VA-CNT images automatically 

(i.e., without the need for an experienced expert). The present study proposes a new method to classify 

VA-CNTs SEM images based on texture analysis and Support Vector Machine (SVM) algorithm. In this 

regard, the SEM images of VA-CNTs were initially converted into the time series. Then, the statistical 

features of their time series and the Gray-Level Co-Occurrence Matrix (GLCM) features of VA-CNT 

images are extracted and analyzed. Since the time series extracted from each SEM image of VA-CNTs 
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is unique, it is possible to find features that illustrate the properties and structural characteristics of VA-

CNTs. In this case, various statistical and GLCM features extracted from the resulting time series and 

VA-CNT images are examined. Thus, eight proper features were determined to categorize the SEM 

images of CNTs. These features include standard deviation (STD), Pearson law (PL), skewness (Sk), 

smoothness (Sm), interquartile range (IQR), energy 1 (E1), energy 3 (E3), and correlation 2 (Corr2). 

In the present study, the SVM method has been accomplished to evaluate the dispersion of VA-CNT 

images. This method implements a high accuracy separation due to the application of preliminary data. 

Also, it determines whether the VA-CNT images can be separated based on the dispersion or not. In 

addition, it demonstrates how SVM can accurately separate these images.  

In this case, 80 same-size SEM images of VA-CNTs are used to ensure the accuracy of the proposed 

method. These images are in dimensions of 540×340 pixels and taken by a Field Emission Scanning 

Electron Microscope (FE-SEM, Hitachi S-4160, Japan). The results showed that the proposed algorithm 

had a precision above 98% in classifying the mentioned images. Also, the obtained accuracy and 

observed error analysis in the algorithm output showed the efficiency of the proposed algorithm in 

classifying the SEM images of nanoparticles. 

This paper is organized as follows. Section 2 expresses the methodology of VA-CNTs image 

classification. In this section, the texture analysis (i.e., the time series and the GLCM analysis of VA-

CNTs images) is first discussed to determine appropriate features, and then the SVM algorithm is 

reviewed. Also, the confusion matrix and receiver operating characteristic (ROC) curve are employed 

to evaluate the model validity. Section 3 presents the results and related discussions. Also, the error 

analysis is performed for the proposed algorithm. Finally, conclusions are summarized in Section 4. 

2 Methodology 

This study proposes a new method for the automated classification of SEM images of VA-CNTs. The 

step-by-step study procedure is illustrated in the block diagram of Fig. 2. As shown in this Fig. 2, the 

required phases for classifying VA-CNT images are as follows: 

1. Converting VA-CNT images to a time series  

2. Texture analysis, including the extraction of statistical features of the time series and GLCM features 

of VA-CNT images  

3. Applying the proper features as inputs of an SVM algorithm to classify the corresponding image 

Therefore, the first step is to present texture analysis, including the time series and GLCM analyses. 

Then, the SVM algorithm is introduced, and finally, the confusion matrix and ROC curve are considered 

to evaluate the performance of the proposed algorithm. 

2.1 Texture Analysis 

Texture analysis is recognized as one of the most crucial issues in image processing and machine 

vision [42]. Overall, textures are the principal constituents of images. Indeed, textures and features are 

used to detect, interpret, and classify images.  

Different methods have been developed to extract features from texture images [43]. Feature extraction 

is the most vital step in texture analysis and classification. Also, region description schemes play a 

significant role in various image analyses and understanding. In the present study, textural features are 

achieved in two ways: (I) the statistical features of the time series and (II) Gray Level Co-occurrence 

Matrix (GLCM) of VA-CNT images.  

2.1.1 The Time Series Analysis 

A time series is a set of observations and statistical data collected in regular intervals or sequential 

order and sequencing [44]. The time series analysis involves analyzing numerical data and extracting 

their specific features. The SEM images of VA-CNT are supposed to be converted into a time series to 
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investigate their properties. In this regard, the basic image processing concepts are used to conduct 

this procedure. This technique can easily be implemented in MATLAB software. Every three-

dimensional image (e.g., the SEM image of a nanostructure) is a three-dimensional matrix of numbers 

so that each of them denotes red, green, and blue colors, respectively. Depending on the color intensity 

of each pixel, a number from 0 to 255 is assigned to each dimension. In this case, the numbers "0" and 

"255" are used for the darkest and brightest pixels, respectively. If the stored matrix numbers are 

arranged in column and row, the ordered data of the pixels are obtained, which indicate the dispersion 

of the color intensity of images. This pixel arrangement approach provides a sequence of numbers 

called the time series of SEM images. This time series is formulated as Eq. (1). 

𝑋 = [𝐷1 𝐷2 𝐷3]  (1) 

where 

𝐷𝑖 = [𝐶1
𝑇 𝐶2

𝑇 … 𝐶𝑗
𝑇]  (2) 

 where i=1, 2, 3 is the image dimension, and 𝐶𝑗 is the 𝑗𝑡ℎ column from pixels of each dimension. Fig. 3 

depicts an example for the time series of VA-CNT images in Fig. 1. Since there is a unique time series 

in each SEM image of VA-CNT, it is possible to examine the properties from its time series.  

There are various tools and features for analyzing and comparing time series. Statistical features are 

recognized as the most significant tool for the analysis process. Over the years, different statistical 

features were examined to show the differences in the time series related to SEM images of VA-CNT. 

These features are mean, mode, median, covariance, moment, standard deviation, smoothness, 

Pearson law, entropy, IQR, skewness, and kurtosis (Table 1). Since these features are well-known 

statistical features, their calculation details have been ignored in this paper.  

2.1.2 GLCM Analysis 

Generally, some of the texture measures are taken from the GLCM. Besides, the GLCM is a robust 

method developed to calculate the first- and second-order texture features from the images [45]. Also, 

it is known as the gray-level spatial dependence matrix, and thus it is a statistical method that examines 

texture considering the spatial relationship of pixels. Every element (i, j) in the resulting GLCM is simply 

the sum of the number of times that the pixel with the value I occurred in the specified spatial connection 

to a pixel with the value j in the input image. In the present study, four matrices corresponding to two 

different directions (i.e., θ = 0, θ = 45°, θ = 90°, and θ = 135°) and one distance (i.e., d = 1 pixel) are 

computed for each selected mammographic image. These textural features are introduced in Table 1. 

2.2 SVM Algorithm 

Machine learning is one of the most widely used branches of artificial intelligence [46]. Machine learning 

techniques teach or learn complex information and carry out future predictions through the learned 

pattern or rules. The classification problem is one of the principal issues in machine learning, and many 

problems can be solved as a classification problem. Overall, machine learning employs various 

methods to solve the classification problem. Among these methods, the support vector machine (SVM) 

method is one of the most widely used techniques for classification problems. Besides, machine 

learning methods are utilized to classify images. These methods use automated algorithms to emulate 

the learning capabilities of the human brain. Also, they play a crucial role in disassembling complex 

data in many scientific disciplines. 

The SVM algorithm is one of the supervisory learning methods used for classification and regression. 

In this method, it is assumed that no knowledge is available for the distribution of datasets. This 

algorithm identifies and distinguishes complex patterns in the data and classifies them [47]. If the data 

are linearly separated (i.e., one or more lines can create a gap between the data), a hyperplane with 

the maximum margin is obtained to separate the classes. In contrast, if the data are not linearly 

separated, they are mapped to a more dimensional space to be separated linearly in the new space. If 
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the training set (𝑥𝑖 , 𝑦𝑖), 𝑖 = 1, 2, … , 𝑛, 𝑥𝑖 ∈ 𝑅𝑑 , 𝑦𝑖 = ±1 is linearly inseparable, the optimal problem of 

the separating hyperplane 𝐻: 𝑤𝑇𝑥 + 𝑏 = 0 is obtained by Eq. (3) [47]. 

min
1

2
‖𝑤‖2 + 𝐶 ∑ 𝜉𝑖

𝑛

𝑖=1

 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜  𝑦𝑖(𝑤𝑇𝜑(𝑥𝑖) + 𝑏) ≽ 1 − 𝜉𝑖      ,      𝑖 = 1, 2, … , 𝑛 

                                 𝜉𝑖 ≽ 0  ,      𝑖 = 1, 2, … , 𝑛 

(3) 

where C > 0 is the penalty parameter of the error term. Also, the dual problem of quadratic programming 

is attained by Eq. (4). 

max ∑ 𝛼𝑖 −
1

2

𝑛

𝑖=1

∑ 𝛼𝑖𝛼𝑗

𝑛

𝑖,𝑗=1

𝑦𝑖𝑦𝑗𝑥𝑖
𝑇𝑥𝑗 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜  ∑ 𝛼𝑖

𝑛

𝑖,𝑗=1

𝑦𝑖 = 0 

                     0 ≼ 𝛼𝑖 ≼ 𝐶      ,      𝑖 = 1, 2, … , 𝑛 

(4) 

Using a nonlinear mapping: 𝜙: 𝑋 → 𝑍, 𝑋 ∈ 𝑅𝑑 , 𝑍 ∈ 𝑅𝑘 , 𝑘 ≽ 𝑑, the maps input samples 𝑥𝑖 ∈ 𝑋 into k-

dimensional feature space Z. In this situation, the kernel function is 𝑘(𝑥𝑖 , 𝑥𝑗) =  𝜑𝑇(𝑥𝑖)𝜑(𝑥𝑗). Also, the 

optimal function is formulated by Eq. (5). 

Q(𝛼) = ∑ 𝛼𝑖 −
1

2

𝑛

𝑖=1

∑ 𝛼𝑖𝛼𝑗

𝑛

𝑖,𝑗=1

𝑦𝑖𝑦𝑗  𝜑𝑇(𝑥𝑖)𝜑(𝑥𝑗) = ∑ 𝛼𝑖 −
1

2

𝑛

𝑖=1

∑ 𝛼𝑖𝛼𝑗

𝑛

𝑖,𝑗=1

𝑦𝑖𝑦𝑗  𝐾(𝑥𝑖 , 𝑥𝑗) (5) 

Finally, the final decision function is as follows: 

𝑓(𝑥) = sgn(∑ 𝛼𝑖
∗

𝑛

𝑖=1

𝑦𝑖  𝐾(𝑥𝑖 , 𝑥) + 𝑏∗ (6) 

One of the principal features of SVM is the data classification based on the minimization of structural 

errors or the test error [48]. Other classification approaches are often based on minimizing experimental 

or education errors. In this study, the SVM method was implemented to evaluate the dispersion of VA-

CNT images. 

2.3 Evaluating the Model Validity 

The proposed method has been evaluated using several criteria such as confusion matrix and ROC 

curve. This procedure has been performed to ensure the correctness of the SVM algorithm. Since the 

classification is based on the number of images in the correct class, correctness is obtained. In this 

case, the higher number causes more correctness and proper classification. In other words, images 

that fall into false categories are characterized as classification errors, and the degree of classification 

error is a criterion for evaluating the model validity. 

Evaluation of classification results is one of the critical steps after implementing each classification 

process. This procedure is commonly carried out through a set of test samples and the formation of an 

error matrix. Table 2 introduces the error matrix [49]. This matrix displays how the classification 

algorithm behaves according to the input dataset and separates the classification problem categories. 

The False Negative (FN) is the number of records so that their real class is positive, and the 

classification algorithm wrongly detects their class. The True Negative (TN) is the number of records so 

that their real class is negative, and the classification algorithm correctly detects their class. The True 

Positive (TP) is the number of records so that their real class is positive, and the classification algorithm 
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correctly detects their class. The False Positive (FP) is the number of records so that their actual class 

is negative, and the classification algorithm wrongly detects their class. 

The most crucial criterion to determine the efficiency of a ranking algorithm is the accuracy or 

classification accuracy rate. This criterion calculates the total accuracy of a classifier. Indeed, it is the 

most popular criterion for calculating the efficiency of classification algorithms. In other words, it shows 

that the designed classifier correctly classifies what percent of the total set of test records. Table 2 gives 

various information, including the sensitivity or True Positive Rate (TPR), fall-out or False Positive Rate 

(FPR), specificity, and accuracy. These terms are mathematically formulated as follows:  

TP
TPR

TP FN
=

+  
(7) 

FP
FPR

FP TN
=

+   
(8) 

TN
Specificity

FP TN
=

+   
(9) 

TP TN
Accuracy

TP TN FP FN

+
=

+ + +  
(10) 

In this regard, accuracy indicates the total number of correct prediction ratios. Besides, sensitivity is the 

ratio of positive cases that are correctly identified. Also, specificity is the ratio of negative cases that are 

correctly classified. In addition, the FPR is the ratio of negative cases that have been classified 

incorrectly. 

The ROC curve is one of the proper methods to evaluate the results obtained from a classifier and 

assess its ability to identify the intended class. This procedure is performed to examine the sensitivity 

of the proposed method [50]. The mean of sensitivity is the relationship between the classified correct 

and wrong cells. The greater deviation from the baseline for greater ROC identification leads to a more 

efficient classification process. In addition to investigating the trend of the desired class curve, the area 

under the curve is calculated. This range represents the probability that a chosen cell is randomly 

classified correctly. In this case, a longer range shows the method’s reliability. Indeed, this curve 

demonstrates the TPR variability against the FPR. Moreover, MATLAB software has been used to plot 

this curve. 

3 Results and Discussion 

As mentioned before, a new method has been developed to classify images using texture analysis and 

support vector machine algorithms. This classification is based on the amount of accumulation and the 

dispersion of carbon nanotubes in the images. Therefore, these images are divided into two categories: 

dense and sparse. However, all of the mentioned features were calculated for 80 SEM images of VA-

CNT, including 40 dense and 40 sparse images. These general results are provided in Table 3. For 

GLCM features, indexes 1, 2, 3, and 4 are related to angles zero, 45, 90, and 135, respectively. 

According to these results, the eight mentioned features showed a separation process better than the 

calculated features. The results of these features are discussed in the following paragraphs.  

Fig. 4 and Table 4 and Fig. 5 and Table 5 express a few sparse and dense VA-CNTs SEM images with 

their features, respectively. According to these results, it is observed that the VA-CNTs in the images 

distributed uniformly are more dispersed than in the images attached and agglomerated to the 

nanoparticles. Indeed, dense images have a standard deviation lower than sparse images. Also, the 

skewness absolute value in sparse images is more than in dense images. Since the centrality, 

dispersion, and asymmetry of the data are measured by the box plot, it is expected that the IQR varies 

in the SEM images. The evidence proved that the IQR of sparse images is more than dense images. 

In addition, the sparse VA-CNTs have a smoothness higher than the dense VA-CNTs. Intuitively, the 
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higher agglomeration in VA-CNTs images causes a higher PL amount. Besides, the greater uniformity 

and regularity of the nanoparticles decrease the PL amount. Thus, PL in sparse images is larger than 

in dense images. Furthermore, the sparse VA-CNTs have an E1 and E3 lower than the dense VA-

CNTs. This situation occurs for Corr2 inversely. 

Since it was necessary to set the two parameters of gamma and C in the SVM method, the best 

performances of gamma and C parameters were achieved by implementing ten times validation. 

Besides, several types of kernels of this method (i.e., linear, radial, and loop kernels) have been 

examined for the SVM model. Finally, the obtained accuracy of the variety of kernels was close to each 

other and did not differ significantly. Then, 80 images have been classified into two groups dense and 

sparse. Fig. 6 depicts the results obtained via training data from 0 to 40. As shown in Fig. 6, the best 

value for training data was 30 at a close accuracy of 98 percent. This accuracy demonstrated that VA-

CNTs images could be separated.  

The surface below the ROC curve is another criterion for assessing the proposed algorithm. This issue 

confirmed the accuracy of the classifier for the correct classification of up to 98%. In addition to the 

ROC curves, precision and accuracy indices were calculated. Table 6 gives the results of these indices 

and their corresponding components. All mentioned cases in Table 6 have been obtained from the 

confusion matrix. This issue shows the precision of the desired proposed algorithm. In Fig. 7, the 

ascending trend of the curve indicates that one can ensure the high performance of the diagnostic 

system with the test dataset and any other new dataset. According to the predictions, this method can 

assign each VA-CNTs image to its class with a 98% accuracy. 

4 Conclusions  

SVMs are recognized as a promising non-linear, non-parametric classification technique in machine 

learning. These methods can produce accurate and robust classification results even when the input 

data are non-monotone and non-linearly separable. Therefore, they can help conveniently evaluate 

more relevant information. In a set of training examples, each one is marked as belonging to one or the 

other of two categories. An SVM training algorithm builds a model that assigns new examples to a 

category or the other one. This situation makes it a non-probabilistic binary linear classifier. The present 

study proposed a new method to classify VA-CNTs SEM images. According to the time series and 

GLCM analysis, it was found that the specifications related to the dense VA-CNT images with standard 

deviations, Pearson law, skewness, correlation 2, and smoothness were low. But these images had 

high Energy 1, Energy 3, and IQR. Indeed, the standard deviations, Pearson law, skewness, correlation 

2, smoothness, low Energy 1, Energy 3, and IQR are the specification attributes in bad images. The 

proposed algorithm has been tested on 80 VA-CNTs SEM images with identical sizes. The findings 

demonstrated a 98% precision, which proved the algorithm’s validity. The study contributions can be 

summarized as two parts: (I) developing a new method for extracting time series of VA-CNT images 

and (II) suggesting a new method for classifying VA-CNTs. These results demonstrated the high 

performance of the proposed algorithm to classify the mentioned images. 
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Table 2 Confusion Matrix 

 
Predicted 

Positive 
Predicted Negative 

True Negative FP TN 

True Positive TP FN 

 

Table 3 Dispersion of different features for the SEM images of CNTs 

Features 
Dense Sparse 

Mean ± STD Mean ± STD 

1 Mean 114.86 ± 20.29 100.57 ± 23.19 

2 Mode 103.72 ± 28.29 69.38 ± 27.95 

3 Median 113.79 ± 20.54 94.19 ± 23.92 

4 Moment 0.25 ± 0.03 0.20 ± 0.05 

5 Standard Deviation (STD) 20.93 ± 7.58 38.12 ± 7.74 

6 Covariance 19.05 ± 7.65 32.07 ± 13.48 

7 Pearson Law (PL) 9.95 ± 6.82 27.41 ± 8.09 

8 Skewness (Sk) 0.30 ± 0.16 1.03 ± 0.39 

9 Kurtosis 2.96 ± 0.50 2.87 ± 0.84 

10 Contrast1 0.21 ± 0.13 0.26 ± 0.17 

11 Correlation1 0.26 ± 0.12 0.31 ± 0.13 

12 Energy1 (E1) 0.27 ± 0.05 0.19 ± 0.03 

13 Homogeneiy1 0.90 ± 0.05 0.90 ± 0.04 

14 Inertia1 0.46 ± 0.17 0.41 ± 0.13 

15 Contrast2 0.24 ± 0.14 0.31 ± 0.22 

16 Correlation2 (Corr2) 0.78 ± 0.06 0.86 ± 0.03 

17 Energy2 0.29 ± 0.13 0.25 ± 0.12 

18 Homogeneiy2 0.89 ± 0.05 0.87 ± 0.06 

19 Inertia2 0.45 ± 0.17 0.40 ± 0.13 
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20 Contrast3 0.11 ± 0.05 0.14 ± 0.08 

21 Correlation3 0.87 ± 0.05 0.91 ± 0.06 

22 Energy3 (E3) 0.29 ± 0.05 0.19 ± 0.06 

23 Homogeneiy3 0.95 ± 0.02 0.94 ± 0.03 

24 Inertia3 0.49 ± 0.16 0.43 ± 0.13 

25 Contrast4 0.24 ± 0.13 0.29 ± 0.18 

26 Correlation4 0.78 ± 0.10 0.84 ± 0.08 

27 Energy4 0.30 ± 0.15 0.24 ± 0.12 

28 Homogeneiy4 0.89 ± 0.06 0.87 ± 0.06 

29 Inertia4 0.40 ± 0.13 0.40 ± 0.13 

30 Smoothness (Sm) 0.009 ± 0.008 0.04 ± 0.01 

31 Inter Quartile Range (IQR) 65.32 ± 14.31 41.04 ± 10.28 

32 Entropy 6.26 ± 0.51 6.36 ± 0.60 

 

Table 4 The values of features for images of Fig. 4 

  Features 

image  STD PL Sk IQR Sm E1 Corr2 E3 

a  40.90 19.38 1.05 40.09 0.03 0.24 0.91 0.21 

b  46.53 24.76 0.69 52.36 0.03 0.17 0.93 0.19 

c  47.03 21.12 0.70 38.91 0.03 0.19 0.90 0.21 

d  40.67 19.72 0.59 30.85 0.02 0.19 0.92 0.18 

e  44.23 14.86 1.08 54.47 0.03 0.11 0.87 0.15 

f  46.22 29.47 0.70 41.26 0.03 0.15 0.92 0.18 

g  47.27 44.66 0.56 31.74 0.03 0.16 0.91 0.21 

h  51.51 28.38 0.70 46.50 0.04 0.16 0.95 0.19 

i  28.39 33.34 1.11 42.83 0.01 0.20 0.91 0.31 

 

Table 5 The values of features for images of Fig. 5 

  Features 

image  STD PL Sk IQR Sm E1 Corr2 E3 

a  30.70 19.48 0.29 71.52 0.010 0.19 0.76 0.24 

b  33.52 5.70 0.33 62.84 0.021 0.22 0.83 0.20 

c  24.58 6.03 0.39 47.90 0.008 0.21 0.62 0.27 

d  27.54 8.64 0.28 54.33 0.009 0.19 0.80 0.25 

e  30.70 19.48 0.49 56.45 0.009 0.26 0.76 0.24 
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f  19.68 4.19 0.48 63.15 0.012 0.30 0.80 0.34 

g  24.83 14.89 0.36 69.76 0.015 0.34 0.65 0.27 

h  17.96 14.47 0.24 72.20 0.019 0.30 0.78 0.35 

i  22.05 8.02 0.13 59.96 0.009 0.26 0.80 0.28 

 

Table 6 The summary results of the index ROC curve, accuracy and kappa coefficient in SVM 

Index  Value 

Sensitivity  1 

Specificity  0.96 

Pos Pred Value  1 

Neg Pred Value  0.96 

Accuracy  0.98 

Kappa  0.90 

AUC  0.97 

 

 

Fig. 1 The SEM images of CNTs. (a) Sparse image, (b) Dense image 

 

Fig. 2 The block diagram for classification of CNT images 
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Fig. 3 The time series of SEM image of CNTs in Fig. 1 

(a) The time series of Fig. 1(a), (b) The time series of Fig. 1(b) 

 

 

Fig.4 The examples of sparse SEM images of CNTs 

 

 

Fig.5 The examples of dense SEM images of CNTs 
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Fig. 6 The results of classification accuracy for different ratios of training and test data 

 

 

Fig. 7 The ROC curve of SVM classifier 
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